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Abstract 

Even by using the data mining, many weaknesses still existed in childhood obesity 

prediction and it is still far from achieving perfect prediction. This paper studies previous 

steps involved in childhood obesity prediction using different data mining techniques and 

proposed hybrid approaches to improve the accuracy of the prediction. The steps taken in this 

study were a review of childhood obesity, data collections, data cleaning and preprocessing, 

implementation of the hybrid approach, and evaluation of the proposed approach. The hybrid 

approach consists of the classification and regression tree, Naïve Bayes, mean value 

identification and Euclidean distances classification. The results from the evaluation have 

shown that the proposed approach has 60% sensitivity for childhood obesity prediction and 

95% sensitivity for childhood overweight prediction.  
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1. Introduction 

A child with a Body Mass Index (BMI) over than 95th percentile is categorized as obese 

while between 85th to 95th percentiles is categorized as overweight [1]. Regarding the 

childhood obesity prediction, one of the most extensive work was done by Zhang et al. in 

which six data mining techniques were compared with the logistic regression  [2]. The 

techniques are; decision tree (C4.5), association rules, Neural Network, NB, Bayesian 

networks, linear SVM and the Radial Basis Function (RBF) SVM. Based on the results for 

overweight predictions at 3 years old, the linear SVM and RBF SVM have the highest 

sensitivity with 59.6% and 60% respectively but showed the lowest specificity compared to 

others. The Bayesian techniques overall accuracy were the highest at 91.9 %. Meanwhile, 

based on the results of the childhood obesity predictions, all the techniques showed poor 

sensitivities except for the Bayesian classifiers at 62%. Therefore, this study shows that the 

Naïve Bayes is a suitable classifier for childhood obesity prediction. Beside from that, the 

Naïve Bayes has showed good performances in other predictions which are quite similar to 

the childhood obesity predictions such as the coronary heart diseases, breast cancer, diabetes, 

and the in-vitro fertilization [3-6]. Based from these, the Naïve Bayes was used as a classifier 

in presented this paper.  

From a comparative study made using 11 data mining techniques for childhood obesity 

predictions, the classification and regression tree (CART) was proven to be the most 

consistent [7]. This study also used the CART for classification and variable selections. The 

paper is organized as follows. In Section 2, the data mining techniques used in this paper are 

discussed briefly. Section 3 presents the proposed hybrid approaches while Section 4 presents 
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the materials and methods used. Section 5 presents the results and discussion. The 

conclusions are summarized in Section 6.  

 

2. Data Mining Techniques 
 

2.1. Classification and Regression Tree 

The Classification and Regression Tree (CART) classifies the data by using binary 

recursive partitioning and build decision trees [8]. The CART has the capability to uncover 

hidden relationships from the data and is advantageous over traditional regression procedures 

in which it is not limited by postulations, impervious to outliers, better identification of 

complex interactions than the logistic regression, and it does not need risk specification [8].  

 

2.2. Naive Bayes 

The Naïve Bayes has been identified as a suitable classifier in the medical domains. The 

advantages of Naïve Bayes include: computational simplicity, easy to understand, extremely 

fast, and only requires a single pass through the data if the attributes are discrete [9]. The 

Naïve Bayes is a simple classifier with a postulation of independence among attributes and 

often give better classification accuracy compared to other classifiers on real life data  [10].  

 

2.3. Euclidean Distances 

The Euclidean distance is used to calculate the distance or similarity between two points, 

which in this study the two points are output value from the Naïve Bayes and the mean value. 

The mean refers to the sum of the values divided by the number of values. The mean 

calculation was widely used in statistics and by the K-Means clustering technique for many 

purposes such as in the determination of an algorithm accuracy, finding optimal solutions, 

clustering and classification [11,12].  
 

3. Proposed Hybrid Approaches 
 

3.1. The First Approach 

In this approach, the CART was used to select important variables based on its relative 

importance. The variables selected by CART are shown in Figure 1.  

 

 

Figure 1. The Variables Selected using CART 
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The CART has selected eight important variables that are watching-TV, father-BMI, fried-

food, mother-BMI, sibling, fruit, average-sleep, and physical-activity. The identified variables 

will be classified using the Naïve Bayes. 

 

3.2. The Second Approach 

In addition to the first approach, the means value identification and the Euclidean Distance 

classifications were used. The mean value was used because similar patterns were identified 

from the Naïve Bayes output where a more similar output values were identified from the 

same groups compared to a different group. The architecture of this approach is shown in 

Figure 2. The outputs of the Naïve Bayes were clustered into the positive and negative groups. 

For training, two clusters were created in the positive and the negative groups to keep the 

outputs from the Naïve Bayes classification. 

 

Figure 2. The Second Approach Architecture 
 

The clustering was made based on the child real BMI class (positive or negative). An 

important step that has to be taken is to filter and remove highly deviated value so that the 

final mean value would not be noised by these high deviation values.  In the testing phase, the 

sample is classified based on its P (C | X) value closest to the means of either the positive and 

negative cluster. The Euclidean distance was used to calculate the distance or similarity 

between the sample output value and the means for both clusters. The flows of the processes 

starting from the Naïve Bayes classification are as shown in Figure 3. 

 

4. Experimental 
 

4.1. Materials and Methods 

 

The journal articles, conference proceedings, and online databases are the reliable sources 

to gain information and knowledge of childhood obesity. Datasets consisted of 320 children  
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Figure 3. The Flow of Processes Starting from the Naïve Bayes Classification 

  

samples were used for training and testing with a ratio of 61:23:16 of normal, obese, and 

overweight samples. The SPSS statistical software was used to analyze the data. The methods 

used were the risk factor study where 39 factors were identified, data collection, data pre-

processing, feature selection, hybrid approach implementation and evaluations [13]. The 

evaluation parameters are the specificity, sensitivity, and overall accuracy.  The sensitivity or 

the true positive rate (TPR) is defined by TP / (TP + FN); while the specificity or the true 

negative rate (TNR) is defined by TN / (TN + FP); and the accuracy is defined by (TP + TN) / 

(TP + FP + TN + FN) [2, 4, 5]. 

 True positive (TP) = number of positive samples correctly predicted. 

 False negative (FN) = number of positive samples wrongly predicted. 

 False positive (FP) = number of negative samples wrongly predicted as positive. 

 True negative (TN) = number of negative samples correctly predicted. 

 

5. Results and Discussion 
 

5.1. The First Approach 

The results of normal, obesity, and overweight predictions using the first approach are 

shown in Table 1. In comparison to the CART performances, this approach has 2.31% lower 

sensitivity for normal prediction, 26.67% lower sensitivity for obesity prediction, and 75% 

higher sensitivity for obesity prediction. This approach cannot be declared as better than the 

CART because it did improve the sensitivity of overweight predictions greatly compared to 

the CART that failed to predict any overweight cases but it also shows reduced sensitivity for 

obesity prediction by 26.67% compared to the CART. 
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Table 1. The Results of the First Approach 

Prediction Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

Normal 90 0 37.5 

Obesity 40 100 75 

Overweight 75 100 95.83 

 

The number of overweight and obese cases correctly classified by both techniques was 

compared.  For the CART, the number of obese and overweight cases correctly predicted is 

49 cases and zero cases respectively. For this approach, the number of obese cases and 

overweight cases correctly classified is 30 and 38 respectively with the total of 68. Therefore, 

this approach was better for both class classifications. In order to clarify that the CART did 

improve the classification of the Naïve Bayes with the variable selections, the same 

predictions were made using the Naïve Bayes using 13 independent variables (FA variables). 

The results are shown in Table 2. 

 

Table 2. The Results of Naïve Bayes Classification using 13 Independent 
Variables 

Prediction Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

Normal 70 14 37.5 

Obesity 0 100 83.3 

Overweight 0 100 83.3 

 

Based on the results, it shows that the CART variable selections have greatly improved the 

performance of the Naive Bayes classifier. The accuracy of the Naïve Bayes was reported to 

be greatly improved when the input parameters were reduced [5]. If the variables were 

selected using CART, the sensitivity in normal, obesity, and overweight prediction have been 

increased by 20%, 40%, and 75% respectively. It shows that a Naïve Bayes classifier with a 

good variable selection technique produced better results. 
 

5.2. The Second Approach 

The results of normal, obesity, and overweight predictions using the second approach are 

shown in Table 3. 

 

Table 3. The Results of the Second Approach 

Prediction Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

Normal 60 100 83 

Obesity 60 78.6 70.8 

Overweight 95 50 58.3 

 

Based on the results, the sensitivity for normal prediction was worse than the first approach 

by 30%. But, the accuracy has been improved by 45.5%. For obesity and overweight 

prediction, the sensitivity in comparison with the first approach has been increased by 20% 
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and 15% respectively. The results show that the addition of the means value identification and 

the Euclidean distance had increased the second approach performances for obesity and 

overweight prediction. In comparison with the CART, this approach sensitivity is 6.67% 

worse than the CART for obesity prediction which means it was still comparable with the 

CART.  For overweight predictions, this approach was better at overweight predictions by 

95%. 

To compare with the CART, the numbers of obese and overweight cases correctly 

predicted were identified. There were 44 obese cases and 48 overweight cases correctly 

predicted with the total of 92 cases. Therefore, this approach correctly predicted more obese 

and overweight cases compared with the CART (49 cases) and the second approach (68 

cases). Meanwhile, this approach sensitivity in obese and overweight predictions was better 

than the predictions by Zhang et al. by 5.3% and 32% respectively. This approach shows a 

good potential for better performances if the datasets are larger. 

 

5.3. A Comparison using ROC Curve 

 

The overall performance of both approaches can be determined from the area under the 

ROC curve or known as the AUC which measures the average value of sensitivity for all 

possible values of specificity. The true positive rate (TPR) is plotted along the y axis while 

the false positive rate (FPR) is shown on the x axis. Better classifier should be located closer 

to the upper left corner of the ROC curve diagram. The comparisons were made for these two 

approaches. The ROC will help to visualize which approach is the best for obesity and 

overweight predictions. The ROC curve for obesity predictions are shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. The ROC Curve for Obesity Predictions 

 

Based from the figure, ROC 2 that represents the the second approach has a closer line to 

the upper left corner and the widest AUC. This shows that the second approach is better for 

the obesity prediction. Next, the ROC curves for overweight predictions are shown in Figure 

5. Based from the figure, ROC 2 that represents the second approach has a closer line to the 

upper left corner and the widest AUC. This shows that the second approach is better for the 

overweight prediction.  
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Figure 5. The ROC Curve for Overweight Predictions 

 

6. Conclusion 

This paper presents two hybrid approaches using the data mining techniques. The first 

approach used the CART for variable selection and the Naïve Bayes for classification. The 

second approach added a mean value identifications and Euclidean distances to the first 

approach. From the results, comparisons were made using the ROC curves. The conclusion of 

this paper is that the implementation of the first approach has increased the performance of 

CART, while the second approach has increased the performance of the first approach. 
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